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> whoami

Linux and MySQL user since = 2006

Working at Oracle/MySQL since 2017
(lot of travel => lot of fun!)

Regularly speaking at conferences

Previously working in the Security and Digital Transformation (API)
space

From ltaly but based in Warsaw

Love movies, travelling, cooking...




Agenda

* MySQL and how it works
Let’s have a look at key Zabbix MySQL metrics in the area of...

* Connection Handling
* Memory Buffers

* Logfiles

* Query execution







MySQL is the #1 Open Source Database
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https://db-engines.com/en/ranking

Starting monitoring MySQL with Zabbix is really easy

Install Zabbix agent2

2. Create a MySQL user with monitoring privileges (for example GRANT USAGE,REPLICATION
CLIENT,PROCESS,SHOW DATABASES,SHOW VIEW ON *.* TO 'zbx_monitor'@'%'; )

3. Create host with the Zabbix agent interface

Assign the MySQL template to the host
5. Adjust user macro values to match DSN, username and password

Host

Host  IPMI Tags Macros 3 Inventory  Encryption  Value mapping

Inhernited and host macros

Macro Value Description
LEMYSQL.DSN} tcp.imysql.example.com: 3306 System data source name such as <tcp./hostport or Remove
unix:/path/tofsocket)/=.
{SMYSQL PASSWORD} MySQL user password. Remove
{EMYSQL USER} Zh_monitor MySQL user name. Remaove
Add

‘ Clone | ‘ Full clone ‘ | Delete ‘ | Cancel ‘




Zabbix can get you an overview... and much more!

o O .
MySQL server: MySQL: Status MySQL le’tES # .
2022-10-03 14:25:19 160 KBps -
Up (1)7 e
p ( ) 128 KBps
MySQL: Status 112 KBps
96 KBps
Uptime - JOLT Q B0 KBps o
2022-10-03 14:46:17 o KB
48 KBps
] ]
01:11:541
. 16 KBps
MySQL: Uptime
0 Bps i
10-03 13:49% 10-03 13:57 10-03 14:05 10-03 14:13 10-03 14:21 10-03 14:29 10-03 14:37 10-03 14:45
= MySQL server: MySQL: Bytes received == MySQL server: MySQL: Bytes sent i
MySQL version © o ¢

2022-10-04 07:29:20

MySQL server
8 " 0 'l 26 PROBLEM MySQL server

MySQL: Version PROBLEM MySQL server




... but MySQL provides A LOT of metrics!!

What is important to know? (SHOW STATUS provides 481 variables!!

Host Name Last check Last value Change Tags Info
MySOL server MySOQL: Aborted clients per second JEll 295 0 Graph
My: MySOL: Aborted connections per second &l 29s 0 Graph
MySOL server MySGL: Binlog cache disk use [l 54m 29s 1 Graph
MySQL server MySQL: Buffer pool efficiency [l 3ls 0.00005852 % +0.00000002727 % Graph
30s 87.5% Graph
MySOL: Byt d 295 4.2 KBps +105.2994 Bps Graph
MySQL server MySQL: Bytes sent [l 295 128,14 KBps +693.0848 Bps Graph
MySOL server MySOL: Command Delete per second JEll 20s 0.1164 -0.08981 Graph
MySQL server MySOL: Command Insert per second & 205 1.0314 -0.1497 Graph
MySQL server MySQL: Command Select per second &l 295 20.7935 +0.7488 Graph
MySOL server MySQL: Command Update per second [l 295 0.3493 +0.000004244
MySOL server MySOL: Connection errors accept per second I 20s 0
MySQL server MySQL: Connection errors internal per second JEll 29g 0
MySQL server MySOL: Connection errors max connections per second [JEl 29s 0
MySOL server MySOL: Connection errors peer address per second JEll 29s 0
MySOQL: Connection errors select per second Bl 29s 0
MySOL: Connection errors tcpwrap per secand [El 20s 0
MySQL server MySQL: Connections per second [l 205 0.5157 +0.01664
MySOL server MySQL: Created tmp files on disk per second [l 295 0
My MySOL: Created tmp tables on disk per second [E 29s [
MySOL server MySQL: Created tmp tables on memary per second &l 295 1.0314 -0.04889
MySQL server MySQL: Get status variables [l
MySOL: InnaDB huffer pool pages free &l 285 1024
MySQL: InnoDE buffer pool pages total &l 54m 295 8192
MySOL server MySQL: InnoDE buffer pool read requests &l 295 5802462151 +714575
MySOL server MySGL: InnaDB buffer pool read requests per second [l 295 11686.8202 +10.724
MySQL server MySOL: InnoDB buffer pool reads & 205 3395

Complete list of metrics gathered by Zabbix: https://www.zabbix.com/integrations/mysq|




How does MySQL work? Overall Architecture

-
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How does MySQL works? InnoDB Architecture
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In-Memory Structures On-Disk Structures
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How MySQL handles client connections

Clients a
Thread Cache User Threads THDs

1 - Client connection . CEIEHD ' O
ESta b I iS h | ng - Receiver Thread
\! \ mysgld /
mysqld
Client User Thread THD N
N Query . . .
2 - Client connection working
| Result
/ Thread Cache \\

- o0
3 - Client connection quitting Client User Thread THD

.
{ . , COM_QuIT Q
ry
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Connections and Opened Files

* max_connections
«  Maximum permitted number of simultaneous client connections

- Be careful setting this too large as each connection requires memory

* max_connections affect the maximum number of files the server keeps open

- If you increase it, you may contribute to run up against a limit imposed by your operating system on the per-
process number of opened file descriptors.

i Remember to set ulimits and file descriptors in Linux servers E




What can we monitor with Zabbix

Threads Connected Threads running Threads cached

2022-10-03 13:13:17 2022-10-03 13:13:17 2022-10-03 13:13:17

* Threads connected: based on 64‘[‘ 43T 9

threads_connected. Shows all
threads including sleeping MySQL: Threads connected MySQL: Threads running MySQL: Threads cached

MySQL server: : MySQL: Connections per second

* Threads running (not sleeping): ) 1\
based on threads_running. ’ / \

505 3 8 o4 2 38 8§88 3 5 9 88 883835 5043855 % EF R LLRA88 L83 S e 222 22523 340 a 23 AES

* Threads cached: based on

threads_cached. Possible values up e comcrmpurers o o 35 (e T

to size of thread cache size
- - MySQL Threads

30

e Connections per second
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* Overall graphic of MySQL threads by 0

categor .

g y [:=] ol 1 w o [=] o~ = o o [~ i~ -t [v-] o o [ =t [r.] oo [=] ol = w o (=] I =t [v.] oo
= L T N R R = T T R B SR B~ B R B B S B . B B B S A R ey
= 5 5 B 5 & 2 8 8 8 8 8 8 8 23 8 8 &8 8 &8 g2 8 88 288 82 =
= =t
[=] [=]
o o
— —~

last  min avg max
W MySQL: Threads cached [avg] 8 7 7.9333 8
[ MySQL: Threads connected [avg] 23 23 23.0667 24

[l MySQL: Threads created per second  [avg] 0 0 0 0
B MysQL: Threads running [ava] 2 2 2.0333 3 E
14







InnoDB Buffer Pool

16

The buffer pool is an area in main memory where InnoDB
caches table and index data as it is accessed.

The buffer pool permits frequently used data to be
accessed directly from memory, which speeds up
processing.

For efficiency of high-volume read operations, the buffer
pool is divided into pages that can potentially hold multiple
rows.

For efficiency of cache management, the buffer pool is
implemented as a linked list of pages; data that is rarely
used is aged out of the cache using a variation of the least
recently used (LRU) algorithm.

Mew Sublist

Midpoint
insertion

10

Old Sublist  —

Head

5/8

Tail

Head

3/8

Tail

Evicted pages

saded passaloy

saded pasnupn




InnoDB Buffer Pool Configuration

17

Size of the buffer pool, memory area where InnoDB caches table and index data

A larger buffer pool requires less disk I/O to access the same table data more than once

Since MySQL 5.7, innodb_buffer_pool_size can be changed dynamically

On dedicated servers, from 50 to 80% of physical free memory is often assigned to the buffer pool.
innodb_buffer_pool_instances - rule of thumb: approximately 2G per instance ( < 2G = 1 instance)

Save the status of the buffer pool at shutdown: innodb_buffer_pool_dump_at_shutdown,
innodb_buffer_pool_dump_pct

Restore the status of the buffer pool at startup: innodb_buffer_pool_load_now,
SHOW STATUS LIKE 'Innodb_buffer_pool _load_status'




InnoDB Buffer Pool — Checking the size of your working set
Verify how much the InnoDB Buffer Pool is filled with data

SELECT CONCAT(FORMAT(A.num * 100.0 / B.num,2),"%") BufferPoolFullPct

FROM
(

SELECT variable_value num

FROM performance_schema.global_status

WHERE variable_name ='Innodb_buffer_pool pages_data’
) A
INNER JOIN
(

SELECT variable_value num

FROM performance_schema.global status

WHERE variable_name ='Innodb_buffer _pool pages_total'
) B;

Buffer pool utilization

| BufferPoolFullPct | 2022-10-03 13:55:16

3152%1

MySQL: Buffer pool utilization

1 row in set (0.00 sec)

18




Opened tables and and Opened Files

» table_open_cache

«  Number of maximum allowed open tables for all threads Again... check ulimits!
Each table can be open more than once

You can check whether you need to increase the table cache by checking the Opened_tables status variable

If the value of Opened_tables is large and you do not use FLUSH TABLES often, then you should increase the value of
the table_open_cache variable

e Also table_open_cache affects the maximum number of files the server keeps open

19




What can we monitor with Zabbix (1/2)

Buffer pool ufilization * InnoDB Buffer Pool Utilization:
2022-10-03 13:20:16 ( Tast(//mysqgl.innodb_buffer_pool_pages_total) -
Tast(//mysqgl.innodb_buffer_pool_pages_free) ) / (
8357 % T last(//mysql.innodb_buffer_pool_pages_total) + (
o Tast(//mysqgl.innodb_buffer_pool_pages_total) = 0 ) ) * 100 * (
MySQL: Buffer pool utilization last(//mysql.innodb_buffer_pool_pages_total) > 0 )
Sufier poot etficiency  InnoDB Buffer pool efficiency:
2022-10-04 12:34:15 Tast(//mysql.innodb_buffer_pool_reads) / (
o Tast(//mysql.innodb_buffer_pool_read_requests) + (
f;f;_llis /4,.'. Tast(//mysqgl.innodb_buffer_pool_read_requests) = 0 ) ) * 100 * (
Tast(//mysql.innodb_buffer_pool_read_requests) > 0 )
Buffer pool efficiency
T MySQL server: MySQL: InnoDB buffer pool T
* InnoDB Buffer y
pool usage
W MySQL: InncDE buffer pool pages free [avg] 4|.325;K 4?2!( 45.1\2;% K ESB;K
[ MySQL: InnoDB buffer pool pages total [avg] 8.19 K 8.19 K 8.19 K 8.19 K
20 Cr O

[ MySQL: InnoDB buffer pool read requests per second  [avg] 11.77 K 10.42 K 11.3K 12,53 K
[ MySQL: InnoDB buffer pool reads per second [avg] 0.01664 0 0.03102 0.8982




What can we monitor with Zabbix (2/2)

MySQL server: MySQL: InnoDB buffer pool read requests per second

* InnoDB buffer pool read
requests per second: / A
innodb_buffer_pool_read_req / [\
uests SRR ERNEEREEE BNEERNNEN . I BN

0% 3 T T T T womMowmom o4 om oo omom o5 2B 2 2 2 8 8 © 8 & om oo o2 4 o= o= H oMoH W N N 8 N N 8§ 8 & ®m omom om @ @ mon . o@m %
R T T R R - T R T R T SO B N SO S N S T S B SE BN  SO S N S SO S S B S SO B SO B

10-031341

last min avg max
B MySQL: InnoDB buffer pool read requests per second  [alll 11.39K 1055K 151K 68.32K

[ ] InnODB buffer pool reads per 2o MySQL server: MySQL: InnoDB buffer pool reads per second
second (from disk): ;
L 10 /7
innodb_buffer_pool_reads _/ \ /

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
I A A A A A

last min avg max
B MySQL: InnoDB buffer peol reads per second  [all]  1.1674 0 01015 1.3813

Open tables

2022-10-04 10:06:17

1 734 00 Open Tables:

depends on opened_tables parameter
MySQL: Open tables

21







InnoDB Redo Log

23

Disk-based data structure used during crash recovery
to correct data written by incomplete transactions,

represented on disk by two files named ib_logfileQ s

and ib_logfilel

Total redo log size defined by two options: ot |

innodb_log_file_size & innodb_log files_in_group
(Total size = innodb_log_file_size * innodb_log_files_in_group)

Should be large enough to avoid “excessive” flushing

With large transactions increase the size of the log
buffer - innodb_log_buffer_size

Consider using dedicated volume

Oracle Confidential — Internal/Restricted/Highly Restricted




An important parameter: innodb_flush_log at_trx_commit

24

Controls the balance between strict ACID compliance for commit operations & higher performance

You can achieve better performance by changing the default value but then you can lose transactions in a crash.

Possible values in order of data safety:
- 1:Logs are written and flushed to disk at each transaction commit
o Istheoretically the slowest, but with fast SSD it may be around as fastas 2 and 0

- 2:Logs are written after each transaction commit and flushed to disk once per second
o Transactions for which logs have not been flushed can be lost in a crash (host)

-~  0:Logs are written and flushed to disk once per second
o Transactions for which logs have not been flushed can be lost in a crash (host & mysqld)

Defaults to 1; Logs are written and flushed to disk at each transaction commit

Required for full ACID compliance - D in ACID
For this reason it is the recommended value

Log flushing frequency is controlled by innodb_flush_log_at_timeout

© 2020 Oracle MySQL E




Binary Log

Contains events that describe changes
Provides data changes to be sent to Replicas
Used for data recovery operations
Decreases performance slightly

Can be read with mysqlbinlog

Different modes with binlog_format:
STATEMENT, ROW (default in MySQL 8.0), MIXED

By default, synched to disk before transactions are
committed (control using sync_binlog variable)

Consider using dedicated volume

Binary Log

BEGIN

INSERT. ...

UPDATE. ..

COMMIT

CREATE...

@foo=...

INSERT. ..

GRANT....

Group

Group

Group

Group




For what binlogs can be used: Replication and High Availability

Asynchronous Replication

’ EINSERT

(|
@

Server
A

binary log\

\ y,

PRIMARY (Source)

...and don’t forget Point In Time Recovery (PITR)!!

| Comm.
. Framework

[ relay log

binary log A

SECONDARY
(Replica)

client blocks on commit

Additional info: https://dev.mysql.com/doc/refman/8.0/en/point-in-time-

recovery-binlog.html

Group Replication (InnoDB Cluster)

node 1 node 2 node 3
begin l
statement
statement ...
commit I
replicate I
L_cetty } ey )
{commit finalized} [ begn j__cetiy |

apply
|  begn |
|commit finalizedl
! apply |
commit finalized




What can we monitor with Zabbix (1/2)

* Ca I c u I ate d va I u e Of MySQL server: MySQL: Calculated value of innodb_log file_size
innodb_log_file_size “ /
-200M
400
InnoDB Log File Size woon /
2022-10-04 08:38:18 800 M /
1000M

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

qqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqqq
HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH
o0 o0
] ]
L & &
A A

last min avg max
[ MySQL: Calculated value of innodb_log file size  [al] 572M -792.83M  535.99M 575M

MySQL: Calculated value of innodb_log_file...

* Binary Log size
(custom item)

*MName | SiREEgal [u]

Type | Zabbix agent s

Binlog Size *Key | vfs.dirsize[fvar/lib/mysqgl.™binlog\.\d*$"] Select

2022-10-04 10:08:03 Type of information | Numeric (unsigned) ~

330.27mB 1 i 2

* Update interval | 1m
Size of binary logs

27




What can we monitor with Zabbix (2/2)

Beyond the default with a custom trigger

* Example of custom trigger for
Binary Log going over 50% of
MySQL volume space

" Mame
Event name

* Binlog disk occupation in %: Operational data

(Size of binlogs / size
of volume) * 100

Severity

* Expression

A very usual but yet overlooked
cause of issues!!

More than 50% of MySQL volume used by binary logs

More than 50% of MySQL volume used by binary logs

Total: {ITEM.LASTVALUEZ} Binlog: {ITEM.LASTVALUEL}

Mot classified Information | Wamning | Average High Disaster

last(/My5SQL by Zabbix agent
2/vfs.dir.size[/var/lib/mysql, ""binlogh.\d*$"]) / last{/MySQL
by Zabbix agent 2/vfs.fs.size["/mysgl", total]) * 108 = 50

0 selected

28

Problems Exporttocsv WE
Y
Time v Severity Recovery time Status Info Host Problem Operational data Duration Ack Actions Tags
08:54:03 o Warning PROBLEM MySQL More than 50% of MySQL volume used by binary  Total' 49.99 GB Binlog: 2857 10m No class: database | component: binlog
server logs GB 23s sse

Displaying 1 of 1 found







MySQL Optimizer (simplified)

SELECT a, b

FROM 11, t2, t3

WHERE tl.a=12.b
AND t2.b =t3.c
AND t2.d > 20
AND t2.d < 30;

30 © 2020 Oracle MySQL

MySQL Server

Optimizer

<=Pp Cost Model

Cost based
optimizations

Heuristics

Table/index info
(data dictionary)

Statistics
(storage engines)




Analyzing Queries — EXPLAIN

Provide information about how MySQL executes statements

* The set of operations that the optimizer chooses to perform the most efficient query is called the Query
Execution Plan or EXPLAIN plan

 MySQL explains how it would process the statement, including information about how tables are joined and in
which order

e Returns a row of information for each table used in the statement

e Lists the tables in the output in the order that MySQL would read them while processing the statement
You can see where you should add indexes to tables so that the statement executes faster by using indexes to find rows

You can check whether the optimizer joins the tables in an optimal order

e EXPLAIN works with SELECT, DELETE, INSERT, REPLACE, and UPDATE statements

31 © 2020 Oracle MySQL E




Analyzing Queries — EXPLAIN

Provide information about how MySQL executes statements

EXPLAIN SELECT distinct title FROM titles INNER JOIN salaries USING (emp no) WHERE salary > 155000

P R I I I I I b I I I I b e I b I b b b b b 4 l. row R b b b I I I I b b b I e I e b b b I b b i b 4 p
id: 1 * ok ok ok ok ok ok ok ok ok ok ok ok ok ok k ok l‘ rOw * Qk%***********
select type: SIMPLE ddla 9 Q
‘ téble: salaries select type: SIMPLE é‘p
partitions: NULL table: salaries
type: range partitions: NULL
possible keys: PRIMARYiiEE salarx type: ALL
key: idx salary Ra nge scan possible keys: PRIMARY
key len: 4 . . key: NULL
ref: NULL New index is used key len: NULL
rows: 7 ref: NULL
filtered: 10RO o q c rows: 2838426
Extra: Using whore; Usite WABALION.Qf 7rQws examined (vs 3M) filtered: 0.00
Khkkkkhkhkhkkhkhkhkhkhkkhkkhkkhkkhkkhkkhkkx D poy *rxkkkkkkkkkkkkkkkkkkkkkkkkx Extra: Using where; Using temporary

id: l khkkkhkkhkkhkhkhkkkkhkhkhkkxk*k 2. row khkkkhkkhkkhkkhkhkkkkhkhkhkkkx*k%k
select type: SIMPLE id: 1
table: titles select type: S;MPLE
partitions: NULL . ttaiiz ;;iies
type: ref . 2 g FEAEE ’
NN I g Covering index (use only the index tree) s R
key: PRIMARY 2 - kzyj S
key len: 4 ey s 4
ref: employees.salaries.emp_no ref: employees.salaries.emp no
rows: 1 rows: 1 ;
istlLiBSeeess GO filtered: 100.00
Extra: Using index Extra: Using index

32 © 2020 Oracle MySQL




Analyzing Queries — EXPLAIN ANALYZE

Provide information about how MySQL executes statements

* Run a statement and produces EXPLAIN output along with timing and additional, iterator-based, information
about how the optimizer's expectations matched the actual execution

* The following information is provided:
Estimated execution cost
Estimated number of returned rows
Time to return first row
Time to return all rows (actual cost), in milliseconds
Number of rows returned by the iterator

Number of loops

* Can be used with SELECT statements, as well as with multi-table UPDATE and DELETE statements

https://dev.mysqgl.com/doc/refman/8.0/en/explai
33 © 2020 Oracle MySQL



Design Questions

Starting with an efficient database design makes it easier for team members to write high-performing application code
Do the columns have the right data types & clauses?
Does each table have the appropriate columns for the type of work?

- Am | using the most efficient (smallest) data type possible?

- Do the tables have a primary key?

Do | have the right indexes in the right places to make queries efficient?

34 © 2020 Oracle MySQL E




What can we monitor with Zabbix

Graph
600

* Commands per second:
* Delete per second o
e Select per second
* Insert per second

oL
10-03 13:02 10-03 13:05 10-03 13:07 10-03 13:10 10-03 13:12 10-03 13:15 10-03 13:17 10-03 13:20
min max
= [MySQL server: MySQL: Command Select per second 14.2977 69 1294 524.7128
= MySQL server: MySQL: Command Insert per second 1.0317 41.7678 341.4064
= [MySQL server: MySQL: Command Update per second 0.2496 03566 0.7986
= MySQL server: MySQL: Command Delete per second 0.01663 0.01833 0.03327

MySQL server: MySQL: InnoDB row lock waits

* |InnoDB row lock waits

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm

HHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHHH

last  min  avg  max
I MySQL: InneDB row lock waits (1] 140 6 385.6 17K

. d MySQL server: MySQL: Queries per second
Querles per secon 800

Queries per second

mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
mmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmmm
W% 88 %8828 85888288228 88#8125 2835+ 288288882828821828+:188+823+45+2:
o

last min avg max
35 W MySQL: Queries per secend  [all]  25.7595  24.6777  58.5222  698.4359







What we just did...

37

Which are the most important MySQL
parameters monitored by Zabbix

Reviewed the MySQL internal architecture

Understood the metrics behind MySQL
parameters monitored by Zabbix

Digged in the components behind the metrics

Checked how to control the components and
optimize the metrics

Oracle Confidential — Internal/Restricted/Highly Restricted
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