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Our Zabbix

Monitoring our customers databases, servers and applications

We are the designated Database Administrators (DBA’s)
Zabbix is our tool

Internally
e Zabbix as our own internal monitoring tool

Zabbix as a Service (MSP)

We offer Zabbix to our customers which they use as their own
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/abbix as a Service

Principles:

We facilitate the Zabbix installation — we administrate users, hostgroups etc,
we install and maintain the proxies, but the customers installs the agents,
and sets up their own monitoring.

Typically, we help setting up the monitoring together with the customer, and
after this, the customer maintains the monitoring them selves, with support
from us.

Zabbix Support subscriptions (MSP) are part of this, Miracle42 as 1st level
support and Zabbix Support as 2nd level.
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Our Zabbix: System information

System information

Zabbix server is running

Number of hosts (enabled/disabled)

Number of templates

Number of items (enabled/disabled/not supported)
Number of triggers (enabled/disabled [problem/ok])
Number of users (online)

Required server performance, new values per second

High availability cluster

95

641.4

Enabled

71464 /
22096 / 8510 [ / 21893]

8

Fail-over delay: 1 minute




NI status

2023-08-28 12:16:48

Open (3)

Oracle: Instance status

Latest database backup (age)

2023-08-28 11:30:53

21 hours

Latest archivelog backup (age)

2023-08-28 11:50:52

0 hours

Server Uptime

2023-08-28 12:16:56

25 days, 15:12:35

lﬂi.r;a__c eq2

E AP TO IT ALL

Our Zabbix: Dashboards

Oracle Patch info (Latest)

2023-08-28 10:30:40

Server availi

OJVM RELEASE UPDATE: 19.19.0.0.230418 (35050341) i

Oracle: paich level

CPU locmssmuummmenib 01 ~emmndb02 )
35%

25%

20 %

10 %

5%

0%
8-28 11:24 8-28 11:33 8-28 11:41 8-28 11:50 8-28 11:58 8-28 12:06

IMP* s esmmeei0Cal: Processor Time % = |MEF sl Processor Time %

8-28 12:15

Database sessions + processes NN

160

140

120

100

3319 8-28 11:28 Hns R2511:44 311:52
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ur Zabbix: Dashboards

DBPROD: Database s... DBPROD: CPU Orusessssssmi CPU Oracl- 02 - CPU

2023-06-26 12:19:59 100 % 25% 12%

Open (3) 0% ros 10%

Oracle: Instance status

038 %
60 % 15%
DBPROD: Last backup
06 %
2023-08-28 11:35:53 0% 10%
04 %
22.00 hours
20 % 0.5 %
Backup - Incremental - age 02 %
DBPROD: Last archiv... 0% 0% 0%
8-28 11:29 8-28 11:42 8-28 11:56 8-26 12.09 8-28 11:29 8-28 11:42 8-28 11:56 8-28 1209 8-28 11:29 8-28 11:42 8-28 11:56 L
2023-08-28 12:05:53 = dbprodi s local: CPU utilization = orafis ms—iocal: CPU utilization = olvmigueessssess=t local: Host oraclehvD... ™ olvm mssam——i o
1.00 hours DBPROD: Disk I/0 Omsmsssmns: Disk /0 Oracisssm02 Disk /0
Backup - archivelog - age 120 % 3.0% 0.016 Bps
0.014B
100 % 25% .
0.012 Bps
80 % 2.0 %
0.010 Bps
60 % 15 % 0.008 Bps
0.006 Bps
40 % 1.0 %
0.004 Bps
20 % 0.5 %
! / 0.002 Bps
_'f A J Vi 4 _ e -———_/"-'( — e S—————
0% : . 0% 0 Bps ——. - -
8-28 11:29 8-28 11:42 8-28 11:56 8-28 12:09

8-28 11:29 8-28 11:42 8-28 11:56 82812209 8-28 11:34 8-28 11:48 8-28 12



DBPROD: Database s...

2023-10-02 16:16:59

Open (3)

Oracle: Instance status

DBPROD: Last backup

2023-10-02 15:35:54

12.00 hours

Backup - Incremental - age

DBPROD: Last archiv...

2023-10-02 16:15:53

0.00 hours

Backup - archivelog - age

Our Zabbix: Dashboards

DBPROD: CPU
80 %

70 %

60 %

30 %
20 %
10 %
0%

2023-9-20 2023-9-23
= dbprocieSSsmmst local: CPU utilization

2023-9-26

DBPROD: Disk /O

100 %

20%

0% ALY A.-'HL ﬂ.l" Al i A 1_ A lL i il

2023-9-29

A i

2023-9-21 2023-9-24 2023-9-27
dbprod! s—. dbprodigs— ..

DBPROD: Disk space utilization
100 %

dbprodis—

2023-9-30

dbprod. p—

Or=sssprod CPU
5%

0%
2023-9-20 2023-9-23
= oraEEsod———ocal: CPU utilization

Orafsss=prod: Disk I/O

25%

0%
20239-21 2023-9-24

= or=Emmsprodiammesssmm——t |ocal: sda: Disk utilization

Or==ssssprod Disk space utilization
100 %

2023-9-26

2023-9-27

2023-9-29 2023-10-02

2023-9-30

OracleHV01 + 02 - CPU
12%

0%
2023-9-21 2023-9-24
= olvm.pandaconnect.local: Host oraclehv0...

OracleHV01+02 Disk I/O

0.014 Bps
0.012 Bps
0.010 Bps
0.008 Bps
0.006 Bps
0.004 Bps

0.002 Bps L

2023-9-20 2023-9-23

) 1i

2023-9-27 2023-9-30
== olvm.pandaconnect.local: Host oraclehv0..

2023-9-26 2023-9-30

olvime

OracleHV01 + 02 - Storage available

3.980TB

3.979TB

3978 TB

3.977TB

3976 TB

olvim olviy S ..

racle42

IT ALL




) 1iracled42

Our Ambition

Our ambition iIs to offer our customers
a state-of-the-art Zabbix with as close
to 100 percent uptime as possible.
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Downtime 7

Downtime is difficult for us, as we must agree with
many customers about a service window.

Some customers can afford a service window in the
daytime when they use the systems, while others
prefer downtime in out of office hours.
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Downtime 7

Conclusion: downtime is not an option!
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Why TimescaleDB 7

Our Zabbix database has 4 Tb of data and is growing.
House keeper constantly running, cannot keep up.

Partitioning will remove the housekeepers work of deleting data, as old
partitions can be dropped instead.

Compression will reduce storage demand from around 4 Tb to a few
hundred Gb.
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The problem

"The migration of existing history and trend data may take a
lot of time. Zabbix server and frontend must be down for the
period of migration.”

https://www.zabbix.com/documentation/6.0/en/manual/appendix/install/timescaledb



https://www.zabbix.com/documentation/6.0/en/manual/appendix/install/timescaledb

) 1iracle42

THE AMSWER TO IT ALL

Zabbix - TimescaleDB

https://www.zabbix.com/documentation/6.0/en/manual/appendix/install/timescaledb

Run /usr/share/zabbix-sql-scripts/postgresql/timescaledb.sql, but without the

"Perform create_hypertable” and "UPDATE config” lines, as we will do this manually.

PostgreSQL version 14.4 1is wvalid
TimescaleDB extension 1s detected
TimescaleDB version 2.8.0 is wvalid

TimescaleDB is configured successfully


https://www.zabbix.com/documentation/6.0/en/manual/appendix/install/timescaledb

) 1Miracle42

Migrating to TimescaleDB

Concept

1. Create new table

2. Register new table with TimescaleDB

3. Create trigger on current table, to populate new table
4. Load data from current table to new table

5. Switch tables
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Migrating to TimescaleDB

ECUAN 2 (b cld e fle hlilj k[l mnlolplalrl | | | |

Time

>
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Migrating to TimescaleDB

ECUON 2 (b cld e fle hlilj k[l mnlolplalrl | | | |

Time

>
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Migrating to TimescaleDB

SQL> CREATE TABLE history new (
LIKE history

INCLUDING DEFAULTS

INCLUDING CONSTRAINTS
INCLUDING INDEXES

)

LECUR > b c (d e f g hlili k]l mnolplalrislel | | | |

history_new
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Migrating to TimescaleDB

Concept

2. Register new table with TimescaleDB
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Migrating to TimescaleDB

SQL> select create hypertable

( s , chunk _time_interval => , migrate data => true)

LECUR > b c (d e f g hlili k]l mnolplalrislel | | | |

history _new
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Migrating to TimescaleDB

Concept

3. Create trigger on current table, to populate new table
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Migrating to TimescaleDB

SQL> create or replace function insert history m42()

begin ) ) _ trigger
insert into history new
select * from inserted rows

LECUR > b c (d e flglhlili k]l mnolplalrisle] | | | | _

history _new

SQL> create trigger history ins trg m42
after insert on history

execute function insert history m42()
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Migrating to TimescaleDB

trigger

LECUR > b c (d e flglhlili k]l mnolplalrislel | | | |
u

history _new

New data arrives
in both tables
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Migrating to TimescaleDB

Concept

4. Load data from current table to new table
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Migrating to TimescaleDB

SQL>

for r in select itemid...

loop trigger
insert into history new
select * from history as t where...

end loop

LES2 2 | b c d e |flg|hlilj k[l mnlolplalrisitiul | | |
history new a b u

‘\

Load of old data
to history_new
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Migrating to TimescaleDB

trigger

nistory Hﬂﬂﬂﬂlﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂllll

history new a b ¢ d e f
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Migrating to TimescaleDB

trigger

nistory Hﬂﬂﬂﬂlﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂlll

history new a b ¢ d e f g h i
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Migrating to TimescaleDB

trigger

LECUR > b c (d e f g hlili k|l mnlolplalrs|tiulv] | | _

history new a b c¢c d e f g h i j k I mn u v w
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Migrating to TimescaleDB

trigger

nistory Hﬂﬂﬂﬂlﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂﬂll

history new a b c¢c d e f g h i |j mn o p gqgr s t uv w
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Migrating to TimescaleDB

Concept

5. Switch tables
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Migrating to TimescaleDB

SQL> alter table history rename to history old
SQL> alter table history new rename to history trigger

SQL> commit

history_old HﬂﬂﬂﬂlEﬂﬂﬂllllﬂﬂﬂﬂ!lﬂﬂllﬂﬂﬂll

history a b c def g h i | mn o p gqgr s t uv w
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Migrating to TimescaleDB

history abcdef ghi j k|l mnopqrs it uvw
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5. Switch tables

Warning: Be careful with database locks (!)
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5. Switch tables

Warning: Be careful with database locks (!)

Queue size

If House keeper is running, or if Zabbix is «
loading a large amount of data, the rename K&
commands can hang for some time, 5K
resulting in more locks in the database and &
Zabbix unable to get new data. K

2K
1K

0
6-02 08:20 6-02 09:41 6-02 11:03 6-02 12:24 6-02
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THE AMSWER TO IT ALL

Result

M42-ZBX-PGDBO02: DB zabbix: Database size

?ﬁ

last min avg max
DB zabbix: Database size [all 587.7 GB 550.78 GB 212TB 4.077TB

Surprisingly, the size of the database dropped from around 4 TB to 550
GB soon after the switch to TimescaleDB had completed (!)
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Result

The reason for this significant drop in size was not compression
(which has not yet been enabled), but that old data was dropped,
when their partitions was dropped.

The cause for this was, that the housekeeper had not been able to keep
up with the data coming in, and for this reason, our database had
grown a lot more than it was supposed to.
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THE AMSWER TO IT ALL

Result

Before

Utilization of internal processes
100 %

Utilization of internal processes
100 %

A A i 1

6-13 0749 6-13 10059 6-13 14:09

'S ale i 'S T L s L

T-23 02:02 T-23 0344 7-23 0526 7-25 0708 7-23 06:50 7-23 10033 7-23 1215




1)

2)

3)

4)

| essons learned

Although the Housekeeper process does not run all the time,
it can be trailing behind in the work it should do.

Make sure You have plenty of space for archive logs.
- A lot of archive will be generated.

The load can run for quite some time.
- Our history_uint was completed over the course of 2 weeks (!)

Be careful with locks when switching tables

) 1Miracle42
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Compression

Next, we enable the compression, which is performed by the
housekeeper.

First step is to run the two update statements from the file
Jusr/share/zabbix-sql-scripts/postgresql/timescaledb.sql
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Compression

Once the data has been loaded and the tables switched, we should
set global housekeeper options, overriding both item and trends
storage period.

History

Enable internal housekeeping

This will effectively disable the e
DELETION of data, and make “"”"“““"'ﬁmww

Housekeeper DROP partitions Potashorago pord |04
instead.

Trends

Enable internal housekeeping
Override item trend period

Data storage period 720d
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Compression

For some reason, Zabbix might not detect and verify the TimescaleDB
compression support, and for this reason, no compression is taking
place.

History and trends compression

Enable compression i

Compress records older than
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Compression

Found that someone else has faced same issue previously

https://support.zabbix.com/browse/ZBX-21420

Solution seems to be restart Zabbix (my interpretation)


https://support.zabbix.com/browse/ZBX-21420

) 1Miracle42

Compression

The issue seems to be with the logic by which the Zabbix server
decides, if it can compress the partitions.

For some reason, Zabbix really did not want to compress our partitions.



Compression

| downloaded the Zabbix source code, found the place where
compression of chunks are set, and backtraced the code to
housekeeper’s main loop.

Outline of the logic:

nousekeeper.c)

nistory_compress.c)
nistory_compress.c)
nistory_compress.c)

housekeeper main loop
L hk_history compression_init/update
L E< history_enable _compression

k_check table segmentation

e e N

) 1Miracle42
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Compression

Running house keeper with debug level = 5, revealed where the issue
should be found

# zabbix_server -R log_level increase=452428
# zabbix_server -R log_level increase=452428

# zabbix_server -R housekeeper _execute
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Compression

/var/log/zabbix/zabbix_server.log:

452428.:... executing housekeeper

452428:... In hk_history _compression_update()
452428:... End of hk_history compression _update()

Note: the hk_history enable _compression sub process was NOT executed!
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Compression

With inspiration from the source code, | disabled compression

| verified in the front end that compression was disabled and restarted
the Zabbix server. And then switched on compression again:
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Compression

846073:... executing housekeeper

é.46073:... In hk_history_enable _compression()

é.46073:... In hk_check_ table segmentation(): table: history

é.46073:... qguery [txnlev:0] [alter table history set
(timescaledb.compress,timescaledb.compress _segmentby='itemid',tim

escaledb.compress orderby='clock,ns’)]

(repeats for all history and trends tables)
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Compression

Succes !
Database was compressed from 681 GB to 130 GB (81% reduction) !!!

M42-ZBX-PGDEOZ: DB zabbix: Database size

last min avg

DB zabbix: Database size  [all] 1:5'.[:.:5'.1- GB 125.9 GB 477.63 GB 681.36 GB
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Compression

M42-ZBX-PGDB02: CPU idle time

(only) a small increase
in cpu usage (1-2 %)

last
CPUidle time [all] 93.0859%  B88.1434 %

M42-ZBX-PGDB02: CPU idle time

last

CPUidletime [al] 93.7101% 88.
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Compression

I/O has dropped significantly (by a factor of 3-4)

Disk block reads/writes per second

120K

100 K

S0 K

0
2023-4-18




Conclusion

* Partitioning of history and trends removes a large load
from the housekeeper

* Compression reduces database size a lot, enabling a much
longer retention period and reducing |/O considerately,
without increasing cpu usage noticeably

* Both partitioning and compression can be implemented
without downtime for Zabbix

) 1iracled42
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Proxy HA and load balancing

. (A
& _/+
f Q‘
:
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Zabbix-to-Zabbix project

ZABBIX

PO
L1} (TTHEXS
(XD
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M42 Zabbix: Reporting project

(KD )
(KD

M42 Repolrting server
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Thank You for Your time!

Questions ?
Feel free to contact me at

zabbix@miracle42.dk



mailto:zabbix@miracle42.dk
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