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• “had given the patient not one pill but 38½ of them”

• Multiple ignored alerts.



A total of 2 558 760 unique alarms occurred 
in the 31-day study period

Drew et al., 2014





A well-trained and seasoned cybersecurity 
professional who can rapidly triage, contain, 
and eradicate threats — that rarity of rarities —
does not enjoy wasting time on chasing ghosts.

Robinson, 2021



Alert noise is EXPENSIVE

Alert fatigue

Overtime costs

Burning out (losing the best team members



last(…) ->

min(…, 15m)

count(…, 1h)



…count(…, 30m) > 3



Predictive functions

timeleft(/server/vfs.fs.size[/,free], 1h, 0) < 2h

forecast(/host/key, 1h, 2h) < 0



Server down

Application down

Network down

Trigger dependency

Trigger dependency



Validate everything



Validate everything

sh: fork: Cannot allocate memory



Aggregate cluster host

Cluster node Cluster nodeCluster node

Cluster node Cluster nodeCluster node



Zabbix
Alert 

manager
Recipient



I have two kinds of problems, the urgent and 
the important.
The urgent are not important, and the 
important are never urgent.

Dwight D. Eisenhower



Urgent Not urgent

Important
Customer impact or high risk
Needs immediate action
Immediately actionable

“First thing in the morning”
Capacity planning
Periodic reviews

Not important Silence alert noise Improve monitoring



All problems are important and urgent

… not



From: somebody@example.com

Subject: Re: High: appserver.example.com Important service down

thought it was short restart and it won't alert
--

Somebody



currently i don’t see a disk space issue





Alert on functional failures
aka

“what do my customers care about?”



Automation is putting process into code.
A bullet list in a process document is code 

if it is treated that way.

Manual Work is a Bug
A.B.A: always be automating 
(Limoncelli, 2018)



Alert recipients must know what do to.

This knowledge must be in writing.





+-----------------------------------+------------------------------------------------------------------+--------+---+---+---+---+---+---+----+---+---+

| Host                              | Trigger                                                          | Oncall | 1 | 1 | 1 | 1 | 1 | 1 | 1  | 1 | 1 |

+-----------------------------------+------------------------------------------------------------------+--------+---+---+---+---+---+---+----+---+---+

| server0.env.division.org.com      | Software status on 12345                                         | 13     | 4 |   |   | |   |   |    |   |   |

| Customer URL monitoring prod east | SOLUTION URL HTTP response code not 200                          |  4     | 2 | 1 | 2 | 4 | 1 | 3 |  3 | 5 | 7 |

| ser76-1.cust.another.com          | mem Heap Memory used on {HOST.NAME}:1305 is too high             |  3     | 6 | 2 |   |   |   |   |    |   |   |

| server5.env.division.org.com      | mem Heap Memory used on {HOST.NAME}:1325 is too high             |  2     | 4 | 1 |   | |   |   |    |   |   |

| ser70.cust.another.com            | mem Heap Memory used on {HOST.NAME}:1335 is too high             |  2     | 1 |   |   | |   |   |    |   |   |

| Software Stack aggregate          | Software cluster status is {ITEM.VALUE}                          |  2     | 5 | 3 | 5 | 2 | 4 | 6 |  4 | 5 | 4 |

| ser70-1.cust.another.com          | mem Heap Memory used on {HOST.NAME}:1335 is too high             |  2     | 4 | 2 |   |   |   |   |    |   |   |

| Customer URL monitoring prod east | SOLUTION LDAP URL HTTP response code not 200                     |  1     |   |   |   | |   |   | 18 | 3 | 8 |

| server2.env.division.org.com      | mem Heap Memory used on {HOST.NAME}:1305 is too high             |  1     | 2 | 1 |   | |   |   |    |   |   |

| server4.env.division.org.com      | mem Heap Memory used on {HOST.NAME}:1325 is too high             |  1     | 2 | 1 |   | |   |   |    |   |   |

| ser1180.cust.another.com          | Tomcat is Down for 10 minutes                                    |  1     | 2 | 2 | 2 | 2 | 2 | 2 |  2 | 2 | 2 |

| Customer URL monitoring prod east | SOLUTION LDAP URL time total exceeds 5 for 5m                    |  1     |   |   |   | |   |   |  6 | 2 | 7 |

| server100.env.division.org.com    | There are java processes running as root                         |  1     |   |   |   | |   |   |    |   | 1 |

| server7.env.division.org.com      | mem Heap Memory used on {HOST.NAME}:1325 is too high             |  1     | 1 | 1 |   | |   |   |    |   |   |

| server10.env.division.org.com     | Healthcheck status for 1303                                      |  1     |   |   |   | |   |   |    |   |   |

| server47.env.division.org.com     | mem Heap Memory used on {HOST.NAME}:1315 is too high             |  1     |   | 1 |   | |   |   |    |   |   |

| server9.env.division.org.com      | mem Heap Memory used on {HOST.NAME}:1335 is too high             |  1     | 2 |   |   | |   |   |    |   |   |

| server10.env.division.org.com     | Status check failing for {$TRG_URLSTFAIL_PARAM_AV} checks on ... |  1     |   |   |   | |   |   |    |   |   |

+-----------------------------------+------------------------------------------------------------------+--------+---+---+---+---+---+---+----+---+---+
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Francis 
Barlow, 1687



ALERTS ARE BAD

Alert noise

-> alert fatigue

It is EXPENSIVE



ALERTS ARE BAD

Alert noise

-> alert fatigue

It is EXPENSIVE

TECHNICAL

Trigger functions

Predictive functions

Trigger expressions

Error handling

Group triggers

Trigger dependencies

Alert manager



ALERTS ARE BAD

Alert noise

-> alert fatigue

It is EXPENSIVE

CULTURAL

Slice and dice alerts

Set maintenance

Fix for good

Document

Automate response

Functional monitoring

Resilient design

Measure and report

TECHNICAL

Trigger functions

Predictive functions

Trigger expressions

Error handling

Group triggers

Trigger dependencies

Alert manager





Your stories
and feedback appreciated
https://forms.gle/TB9cJGS64fRhTD9L6



The nuisance and falsity of alarms result in 
a reduction of trust in monitoring systems.

Petersen et. al 2017, Lewandowska et. al, 2020



Further reading

Manual work is a bug: https://queue.acm.org/detail.cfm?id=3197520

The Overdose: https://medium.com/backchannel/how-technology-led-
a-hospital-to-give-a-patient-38-times-his-dosage-ded7b3688558



Casey, S., Avalos, G., & Dowling, M. (2018). Critical care nurses’ knowledge of alarm fatigue and practices towards alarms: A multicentre study. 
Intensive & Critical Care Nursing, 48, 36–41. https://doi.org/10.1016/j.iccn.2018.05.004

Drew, B. J., Harris, P., Zègre-Hemsey, J. K., Mammone, T., Schindler, D., Salas-Boni, R., Bai, Y., Tinoco, A., Ding, Q., & Hu, X. (2014). Insights into the 
problem of alarm fatigue with physiologic monitor devices: A comprehensive observational study of consecutive intensive care unit patients. PloS 
One, 9(10), e110274. https://doi.org/10.1371/journal.pone.0110274

Fabey, M. (2009, April 6). Analysis shows pilots often ignore Boeing 737 cockpit alarm. https://www.travelweekly.com/Travel-News/Airline-
News/Analysis-shows-pilots-often-ignore-Boeing-737-cockpit-alarm

Lewandowska, K., Weisbrot, M., Cieloszyk, A., Mędrzycka-Dąbrowska, W., Krupa, S., & Ozga, D. (2020). Impact of Alarm Fatigue on the Work of 
Nurses in an Intensive Care Environment—A Systematic Review. International Journal of Environmental Research and Public Health, 17(22), 8409. 
https://doi.org/10.3390/ijerph17228409
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Care Nursing: DCCN, 36(1), 36–44. https://doi.org/10.1097/DCC.0000000000000220
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Winters, B. D., Cvach, M. M., Bonafide, C. P., Hu, X., Konkani, A., O’Connor, M. F., Rothschild, J. M., Selby, N. M., Pelter, M. M., McLean, B., & Kane-
Gill, S. L. (2018). Technological Distractions (Part 2): A Summary of Approaches to Manage Clinical Alarms With Intent to Reduce Alarm Fatigue. 
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