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Who am I?

Nathan Liefting
Zabbix Consultant / Trainer

oicts.com



oicts.com

• Zabbix support

• Zabbix training

• Zabbix consultancy

• And more…

https://www.linkedin.com/company/opensource-ict-solutions/



Zabbix is important part of IT infrastructure

Without visibility of the infrastructure, you're driving blind

Zabbix also must be “always available”

Proxies are important, one proxy fails, many hosts go down

Why might you need HA for proxy?

Monitored devices



Historical solutions for HA
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Zabbix server HA

HA introduced in 6.0

Works out of the box

Does not require expertise in HA architecture

Uses Zabbix database to check the node status

Z
Z

Z
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Historical solutions for Proxy HA

3rd party tools used for proxy HA

No load balancing, one proxy active + one in standby

Knowledge about 3rd party tool mandatory

Lots of additional configuration needed

Custom solutions with load balancing using API scripting.



Native Proxy HA and load 
balancing

Zabbix 7.0



Zabbix proxies can be organized in proxy groups to provide:

Proxy High Availability

Proxy Load Balancing

ZABBIX PROXY GROUPS

Proxy Group A Proxy Group B
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Proxy group management is accessible by 

Administration > Proxy groups menu:

Create new proxy groups

Manage configuration of existing proxy groups

Delete proxy groups (all group members should be removed first)
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Each proxy group has a minimum number of proxies setting:

Required to not overload remaining members with too heavy load

Falling below this number will take entire proxy group offline

This group can loose up to 3 members before going offline

OnlineOffline
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Proxies are assigned to proxy groups using the proxy configuration form:

By default, all proxies work in standalone mode

It is possible to choose one of the existing proxy groups to make it a member of the 
group

Each proxy can belong to a single proxy group only



Host monitoring can be assigned to:

Zabbix server

A specific Zabbix proxy

A proxy group

Host monitoring options

Zabbix server 
automatically assigned 

proxy from a proxy group
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Proxy group manager automatically assigns hosts:

It knows status of all proxies and number of assigned hosts

New hosts will be distributed to online proxies with the least assigned hosts

25 35 35 20 3521

You will be 
monitored by 

proxy #4
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Zabbix server tracks status of all proxies in a proxy group:

It informs other proxies if some proxy goes offline

If a proxy goes offline host reassignment to other proxies is performed without delay 

I detected 
troubles with 

proxy #4
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A Zabbix agent in passive mode must accept connections from all members of 
its proxy group:

Use comma separated list of node IP addresses or DNS names

Specify entire network segments

### Option: Server
Server=proxy1,proxy2,proxy3,proxy4,proxy5

### Option: Server
Server=192.168.0.1/24
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A Zabbix agent in active mode uses the ServerActive parameter:

Multiple proxies can be specified using semicolons

It is not required to specify all members of the proxy group

Any proxy group member can redirect Zabbix agent to the currently assigned proxy

### Option: ServerActive
ServerActive=proxy2;proxy3

{
"response": "failed",
"redirect": {
"address": "192.168.0.5:10051",
"revision": 41846

}
}Please use 

proxy #4
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It is even possible to use the Zabbix server for redirection to the assigned 
proxy:

Specify the Zabbix server address instead of proxy addresses

The proxy group manager knows all hosts and assigned proxies and will redirect agent

### Option: ServerActive
ServerActive=zabbix.example.com

You are 
assigned to 

proxy #4
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If a Proxy loses network connection to Zabbix server but is still running:

Proxy manager on Zabbix server will automatically reassign hosts

Proxy marks itself as offline and will redirect agent in active mode to other proxies

Sorry, I have a 
communication 

issue. Try proxy #3



20

The proxy group is considered unbalanced if the following conditions are met:

The number of hosts assigned to a proxy differs from the average by twice or more

Difference is not less than 10 hosts

Hosts exceeding the average are unassigned from proxies

The unassigned hosts are then assigned to proxies with fewer hosts

20 35 60 20 15

Average = 30
Unbalanced

60 / 30 = 2
Unbalanced
15 / 30 = 0.5

30 30 30 30 30
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When a new proxy is added, the group is automatically rebalanced

New average is calculated

Excess hosts are unassigned 

Unassigned hosts are reassigned between proxies

30 30 30 30 30 025 25 25 25 25 25

New average = 25Average = 30
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All proxies are healthy
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A proxy went offline

Hosts are 
redistributed
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NOTES

Hosts created by LLD rules are pinned to the master host

All proxies are equal, there are no priorities or weights

SNMP traps are not supported

Hosts are autoregistered to a proxy group 

Some item types depend on configuration «on the other side» (database 
checks, external etc)



Questions?
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