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Logs

One of the cornerstones in monitoring field

Logs provide visibility into the day-to-day operations of IT systems and 
applications, helping ensure smooth functioning



Zabbix & logs

log[]

log.count[]

custom items



Zabbix & logs – custom items

When to use it?

Only when you can’t achieve desired result with log[] or log.count[]



Zabbix & logs – custom items

• monitoring rapidly updated files (600k+ lines per minute)

• something that you would collect only to use for calculated items

• multi-line monitoring

• monitoring logs as “Passive item”



Zabbix & logs – custom items

How?

Mimic the agent in simplified way

You must be able to read the log files in similar way as agent does



Zabbix & logs – custom items

Pareto principle (80/20 rule)



Concept: key points

• read log portion-by-portion, just like log[] and log.count[]

• make it fast – operate in bytes instead of lines

• don’t forget log rotation

• choose whether to read or ignore unread data if agent was stopped 
or item was disabled



Concept: reading

During each run you have to operate with 2 numbers:

1) how much data was read during last run

2) how much data you have now



Concept: reading



Concept: reading



Concept: reading in bytes

Reading in lines is more understandable for human eye



Concept: reading in bytes

But reading in lines is very slow when you have big files!

Reading in bytes is crucial for performance



Concept: reading in bytes



Concept: log rotation

Don’t forget log rotation – when log file becomes smaller than it was 
during last run, it means it’s rotated



Concept: read vs. skip

If you stop agent for a while, you have to choose what to do when it’s 
started again: read everything or skip?

Similar to “maxdelay” setting for log[] / log.count[]



Concept: read vs. skip



Implementation

So, after putting those four ideas into one script, we have a working 
frame already





Implementation

It would just read data and output fresh lines without any further 
processing

What you do next with this ability to collect data depends on your 
needs and imagination

Time to see it in action!



Example no. 1

Limit of 600k lines per minute

Both log[] and log.count[] share same limitation of 600k lines to be 
analyzed per minute



Example no. 1



Example no. 1



Example no. 1: configuration



Example no. 1: performance



Example no. 1: result



Example no. 2

Collecting something just for the sake of feeding it to calculated items 
later on 

AND

having lots of that “something”



Example no. 2

Each line of log has duration component – say duration of request 
processing

You want to check, what’s average duration per minute



Example no. 2



Example no. 2

But what to do, when you have 10k+ of such lines per minute?

Storing all of it just for the sake of calculating that one average value is 
of course inefficient

Displaying 10k+ dots is also not a good idea…

So all you need is just 1 average value per minute



Example no. 2



Example no. 2: result



Example no. 3

Multi line analysis

Your interest to find something meaningful might sometimes lay in 
multiple lines



Example no. 3

Say you have a request with some unique identifier PAYMENTID=… 
logged as one line and later some answer / response should be logged 
for the same PAYMENTID

What if response is never logged and you want to know it?



Example no. 3: configuration



Example no. 3



Example no. 3



Example no. 3



Example no. 3



Example no. 3



Example no. 3



Example no. 3



Example no. 3: result



Example no. 3: trigger



Example no. 3: result



Run as passive item

With this approach you can analyze logs with passive item type

Why is it important?



Run as passive item



Run as passive item



Run as passive item

Another use case – active-passive clusters

Add virtual hostname to point to current active node and run such item 
as passive

This is how you won’t have unsupported / useless item (trigger) on 
passive and no manual work needed to control this



https://github.com/b1nary1/zabbix

https://github.com/b1nary1/zabbix


Thanks!
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