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Our Approach to Monitoring

● Own the stack, no vendor-lock in

● Cloud Native, but staying conservative

● Everything in GIT

● Everything automated (git push -> pipeline to apply the config)

● Single pane of glass

● Same stack for both infrastructure and applications
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Scale of Wrike

● 2 On-Prem locations (US, EU), mostly GCP, but also AWS, Azure

● 3 Separate Zabbix instances, 15 Zabbix Proxies

● ~ 2300 Servers in Zabbix

● 20 Kubernetes clusters in Zabbix, running ~2.5k Deployments and ~6k Pods

● Largest Zabbix Postgres (GCP CloudSQL) - 10 TB (Bug)

● Technology Ownership Sheet ~100 lines

○ Interviews: “We don’t enumerate  technologies in our stack, just ask for any technology 

and likely we’ll say that we operate it to some extent”.
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Application (APM) vs Infrastructure Monitoring

● Typically very different use-cases and tooling

● For infrastructure typically much more oriented around how the infrastructure is composed

○ Server A, Disk sda, Partition 1 is running out of space

● APM much more around business values / higher level queries

○ Error rate for all API server Pods is < 1% in last 5 mins
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Wrike History Lesson

● Zabbix before 2020

● Kubernetes in production since 2020, with Istio since 2020

● Slowly moving from VMs -> Kubernetes for the whole stack

● Currently: Zabbix 6.0

7



Promabbix | All Rights Reserved by Wrike, Inc

Sticking to Zabbix

● We like Zabbix

○ Every morning the whole team goes over Daily - alert history for yesterday

● Continuity and utilizing previous investments

● Zabbix-agents on VMs
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Single Pane of Glass

● Prometheus and AlertManager don’t allow good history view

○ vs. Easy-to-use Zabbix Top100 triggers

● Thresholds definition - single source of truth

● Single place-to-go for all currently active alerts

● Used both by operations and development teams

● … and much more

Can we have it, please?
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Prom.>Z.: Scrape Metric Endpoints by Zabbix

● Not for production
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Prom.>Z.: Load (a lot of) Data from kube-apiserver

● Templates to read from kube-api server via API

● Well…

○ Scalability issues

○ Pod-level items, their TTL after the Pod is dead

● We want much advanced alerting

○ One of the Pods is healthy (we don’t care which)

○ P99 of latency for service A is < 1s in 5min interval
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Prom.>Z.: Alertmanager Alerts to Zabbix Trapper Item 

● No logic and structure / evaluation in Zabbix

● Mostly separate stacks with a minimal connection / interstep between the two

● Project abandoned

○ https://github.com/gmauleon/alertmanager-zabbix-webhook
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Bottom line

● Incompatible data models

○ Metric with dimensions vs. Host -> Item hierarchy

● ClickOps in Zabbix is standard

● Scaling is problematic

● Scraping intervals

○ minutes in Zabbix vs. sub-minute in Prometheus

○ number of targets, service-discovery

● Alerting approaches

○ Mostly single-host Zabbix vs. over dozen of time-series Prometheus
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●
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The Gist of Promabbix

● Prometheus / OpenTelemetry vs. Zabbix can’t be merged in a single tool

BUT

● We can query Prometheus from Zabbix

○ To dynamically enumerate / discover existing time-series (in Prometheus)

○ Calculate alerting metrics per each time-series (in Prometheus)

○ AND Evaluate triggers based on that (in Zabbix)

17



Promabbix | All Rights Reserved by Wrike, Inc

Promabbix Architecture
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Example
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Example
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Example
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Example
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What Do We Get?

● We can build any Prometheus / exporters / OpenTelemetry / whatever pipeline in front of 

Prometheus

● We get all important metrics from Prometheus to Zabbix

○ But don’t overload Zabbix

○ 0.001-0.1% of collected data are really important

● We have a single pane of glass and alert history in Zabbix

● We can reuse AlertManager rules and alerts (and other tools)

○ But still use Zabbix Macros logic for thresholds
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    1. PromQL query definition (recording rule)
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    2. Zabbix trigger expression

    3. Connection to Zabbix / VictoriaMetrics

  4. Pseudo-host definition

  5. Macros override ber Pseudo-host

  6. (Optional) Documentation
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Promabbix Tooling

● promabbix.py - simple CLI tool

○ Input: alerting rules

○ Output: Zabbix template

● GitOps for Zabbix - open-sourcing in progress

○ Simple wrapper to manage most of Zabbix config through API from Git -> Zabbix 

instance (You can also click-ops in parallel, but…)

○ Pseudo-hosts definition using the template from CLI tool
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Promabbix is Open-Source

● Tooling using via Ansible in Wrike since 2020

● Now rewritten to simple Python scripts for ease of use and separation from Wrike tooling 

(“v2.0”)
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Promabbix in Wrike
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Prometheus -> VictoriaMetrics -> Central Zabbix
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Scale of Promabbix Usage in Wrike

Definitions:

● 56 types of infrastructure services with 205 alert types on 117 pseudo-hosts

● 38 types of application services with 138 alert types on 41 pseudo-hosts
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PagerDuty Integration (Infrastructure monitoring)
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PagerDuty Integration (Infrastructure monitoring)
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PagerDuty Integration (Infrastructure monitoring)
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Slack Integration (APM)
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Try Promabbix Yourself!

Q/A


