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.+  About FREQUENTIS & ZABBIX

-~ FREQUENTIS is a partner of ZABBIX
— Using it as a monitoring solution for some of our systems

— Certified for an ED109 — AL3 environment (with RHEL)
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000::0 CO m p an y Ove rV| ew Frequentis Group 2010

— Established in 1947
- 154 Mio. EUR Turnover 2010

First Air Traffic Control System in Austria,

- Corporate headquarters in Vienna Vienna | Schwechat, 1955

Subsidiaries and regional offices in over 50 countries

— about 980 Employees

it
Breakthrough in the US: FAA Command
Centre / Herndon, Virginia, 2003

— Outstanding Engineering Capacity

more than 600 highly-qualified engineers (HW/SW/PM) N\ /2288
at FREQUENTIS headquarter and subsidiaries SN

- Export Quota > 90%

Company Headquarters on Wienerberg,

9 R&D QUOta > 12% relocation in 2006

Global Market Leader in ATC Voice Communication Systems
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-+ FREQUENTIS Worldwide References

USaA VSR THR and TRACON Programme for CAMADA Equigsment of Cil |7 ACCs, 78 TWRs)
FAA, FAA Canference Control Switch an Military (2 Centres, 7 TWRsh ATC, Migration
(ATCSCC), NASA Mission Operations Vaicn

[Excerpt 05/2011]
. . 1o European AlS Database (EAD) Charl Services; Maritines System for Canadian Coast Guard
Esthancement | MOVE| Programme, several . .
TWiRs, smartATIS Systems, [EC Analysers

FIJl 2 Airparts
s P s e o THTs HACSS AUSTRALIA Continestwide VHF Netwerk, Milltary Metiwork, Deplayable Mr Dperations Tower,
BERMUDA TWR 1CC5 Parlizmentary Senvices
CAYMAN ISLANDS TWR

NLANTILLES ACC Approach

COLUMELS Military ACC
BRAZIL TWR, mobile and deplayable TWis

PERU TWR, Recording System

MEW ZEALAND 18 TWRs, ACC, Countrywide Voice and Data Nebwork, Electrondc Flight Strips, EADJFR-ALS System

-/a— HERWAY 3 ACCs, AFR, TWR, Emergency Vaice Communiatian System, Network of 9 Coastal
; Radio Stations, G5M-R for Norwegian Rail. 335 Controd Rooms for Noednett

FINLAMD & inbegrated TWRs, ACC, GSM-R Dispatcher Equbpment for Firish Rall

SWEDEN TALK-Programine, 2 TWRS
DENMARE 2 TWRS and APPs, 2 Miliary Commimication Centres, Lymgby Radio

RLISSIA ACE, 2 Military Airports

POLAND & Airports, 'Warswys ACC, Command & Confral Centre for
Fire Brigades

GERMANY 5 AOCS for IFS, ATIS and ARTE sysbens, !?ugimalh]rp-:ﬂs.

12 reqlonal TWRS, 22 KOFA Systenes, DCRC, WSA Bremen, Command
andl Control Centres

CHILE TWR, ACC
ARGENTIMG ACC, Aeropargee Airport

_ ICELAND 2 TWhs, Mantines Communication System
FARDE [5LAMDS Maritime Resoue Cenbre -

UMITED KINGDOM QCEAMIC ramme, 12 TWRs Yoice Communication
System for

LACC [WERL], i Flight Strips, 3 Military TWRs,
UCMP-Programme, & UK Navy TWRs, H:I! Palice, Firecontral-Programms

EURDCOMTROL 2 CRMUs, Maastridht AL, EAD, DIVOS

Call Centre for CFMLL several Studies, FABEC N-VC5 Project

NETHERLAMDS & ATIS Sysiems, Voice Recording

BELGIUM SESAR ATC Support Infomeation System, 2 Military Comtrol

AL Intesgration, MRCC, Coast Guard

LUKEMEOURG TWR, Aerodrome Data Display & Elecironke Flight Sbrigs
FRANCE Pins.ﬁ.-p-urts COG, Le Bowrget), § ACCs [ARTEMIS)

& TWE:s [Brest, Deauville, Owtre-Merl, 6 Aerodromes, FABEC M-S Project
SWITIERLAND ALCs i Genf and Zurich (VISTAL Command and

Comtrol Centra for Police, G5M-R for SER

AN Emengency Radio Access (Modules) for ACC, —
MFL Termimals, 3 Mﬂﬂm\l‘m Maritmeie Network; G5M-R Pyrenses

FORTUGAL § Systems ACCARPPTWR, 5 Military TWRs

CZECH REPUELIC Mltitary ACC, 7 Military TWRs

L ¥
SLOVAKLA ACC, MFC Node, & Military TYWRs
ALETRIA NYoice Communication Systems for all Abrports incl. TWR and
APP Schwechat and AC0C Vienna, Millitary Radio Retwork
SUOVENIA ACL 3 TWRs and Emergency System

HUNGARY ACL 2 Mititary Towers.
'_.---"""_ - CROATLA ACC

MOLLAYE Appraach, TWR

BOSNIL HERZEGOVING 3 TWRs, Approach, Vaice Recording System
ZERBLA 3 TWR, ACC, Veloe Recarder

.':_ﬁ—'—q

GREECE Olympic Gamses Command and Control Centre,
Maritime Commumication System
TURKEY TWR
MORDCCH TWR —
LEBANDM ALCC, .ﬂ.FP..'I":I'l'Ilf,—
FLIWAIT CC, TWR
EGYFT 8 TWRs. & Mobile Operation Centres, 2 Simulabors CHIMA 5 ACCS, 20 A]Elﬂs. WT5 Centre, Beijing CAAL Headquarters,
River Information System BAHFAIN TWR Joint Operations. Center
OATAR  Command & Controd Centre for Asian Games. MCS for Port FOREA APF, ACC 2 TWRs
GUIMES TWR ., Jarak Maritime Seif-Defence Force
SIERRA LEOME TWR -

TAIWAN % Airports, & Military TWRs, 28CCs, JIOC
HOMEKONG Flight Strips

IMDIA 2 ALCs, 65M-R. 3 TWRs, Maritines Rescue Coordination Center
THAILAHD 3 TWRs, 2 Military TWRs, ACC Bangkak
FHILIFFINES 2 AFPs, 3 TWRs, Emergency Metwork, Migration to EAD
VIETHAM ALC, Agraach

MALATELA & TWRS, ACC, Ar Defence Operation Cenire
SINGAPORE LORADS I ALC

INDOMESLA 17 TWRs, ACC, 2 Abrparts, Military Alrpon
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CAMEROON TWR

UMITED ARAE EMIRATES ACC, APF, 3 TWRS, Adrpont
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TIMBEABWE TWR SOUTH AFRICA Military HO
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.« Part | — The problem

The problem
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What means safety critical?

’ ZABBIX is used in safety critical environments:
- Has an impact on person safety (ie. trains, airplanes, ...)

- System is ,not allowed" to fail, this has to be mitigated by design
& operation

- You need to know the state of the system also for later analysis in
case of an investigation

- System being capable to view not just red/green, but also
minor/major faults and complex status
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e Faillures

Typical failures:

- HW fails

-~  WAN links drops

-~ Power outages

Effects:

- Failure of monitoring makes system unusable

- You are ,flying blind“, you don‘t know whats effected

- Can lead to shutdown of complete system, as not in a known
state anymore
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-« Monitoring gaps
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- (Gaps are in the monitored items

-~  What happend in there?

— The fault itself?
— Consequence of fault
— Double fault possible

— Monitoring failure
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- The target is to have no gaps at all

-~ Doesn‘t have to be gap free immedeatily but at some point in time
after a resync

- Allows a failure analysis ,post-mortem” and to see what was the
failure and what where consequences of the failure
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Need to avoid the SPOF (single point of failure)
To solve that problem, the system gets duplicated
One system is called the A system, the other one the B system

In case of a failure in the A system, the system automatically
switches over to the B system
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Part Il — the ,standard” way /
Clustering
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Monitoring system is seperate system
Make the monitoring system redundant as well
High bandwidth usage

If system is remote, than a WAN link failure will drop whole site
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’ -~ Setup of two ZABBIX instances
- Both are monitoring, if one fails, the other one still monitors
But:
- Only allows passive checks (not sure with ZABBIX 2.0)
- You have to acknowledge it on two systems

- They can have different states (as checking on different
timestamps)

- You always look on the wrong one ©

- SO: DONT DO THAT AT HOME! ©
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- Using a full redundant SAN
Server A Server B
(active) (standby)

Zabbix Monitoring Zabbix Monitoring

| l

MySQL MySQL

SAN (fully redundant)

Virtual IP

~_~—_—_——_—_— e~
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- No single point of failure, as common SAN storages are now
iInternally fully redundant

- No sync and resync problems
- Can have almost have any amount of data

- But not geo-redundant
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- Shared nothing architecture

Server A Server B
(active) (standby)
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- Allows operation in two different locations without any common
piece of hardware (geo-redundant)

No single point of failure
Most complex setup
Recovery can be tricky (split brain, resync, ...)

Size of database is limtied due to sync speed

20 N ZR N

Requires a lot, lot, lot of testing and tuning
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Part Ill — the ,ZABBIX" way /

Distributed monitoring
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Supenvision

O Prasxy w\\

Monitored Enfiti
n niities \ Central
Technical

TWR A > Supanvison
System

Supervison /
O B

honitored Entities

TWE B
Center
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’ - Low bandwidth usage as data gets accumulated

-  WAN link failure will stop delivering data to central node, BUT it
gets queued and stored

- As soon as link comes back, data goes into central data storage
- You have all of your data in one place

— Still each system has it's own monitoring system and you can
connect to it or use the master node
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««es» Node vs. Proxy

ZABBIX has two ways of distributed monitoring:

-~ Node - the heavyweight

— ,Networked” full ZABBIX systems which have a master node

- Proxy — the lightweight

— Only data collector to offload/distribute ZABBIX monitoring item queries
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-~ The node allows you to have a full ZABBIX server (including web
Interface) running on the remote site

Setup is more complex
Needs DB schema changes on all databases

Can do everything ,on it's own”

N2 2B Z 2

Has it's own fully fledged GUI
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- The proxy is only a small piece of SW running, can be co-located
on servers

- Easy to install, needs no database, no local configuration
-~ No node-setup in ZABBIX necessary

-~ Queues all the data

-  But has no GUI
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Q&A

- Any questions ?
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Thank you
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