
Utilizing the ZBX 
protocols
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Who are we?

Administrative region

Prime responsibility is governing Health Care 
institutions (Hospitals, various Treatment 
Centers, etc)

I work within the IT staff
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Facts

Population of ~1.2 million citizens

Covering 12.200 km2

14 Hospitals, lots of smaller institutions

26.000 employes

Using ZBX for monitoring of servers, 
infrastructure and applications (network 
monitoring is done by a different tool)

3Tuesday, September 3, 13



Pretty Map :)
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ZBX Stats
~1.700 hosts / ~1500 NVPS

1 ZBX Server, 5 Proxies, 2 MySQL instances 
flying of Fusion IO

900+ different applications

Win NT -> Win 2012, 4-5 different Linuxes, 
AIX, Solaris

Every major storage vendor is represented

Lots of different appliance boxes
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What I want to talk 
about today...

Background story

Briefly about the ZBX protocols

Example #1 : Windows Service restarts

Example #2 : Near-realtime graphing

Example #3 : Host interrogation

Example #4 : Application monitoring API
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Background Story

We want to do stuff without having to 
compromise

We need scalability

We want architectural freedom

We want to avoid maintenance nightmares

YMMV
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Briefly about the 
protocols

Mimic the communications between ZBX 
components (agent, server, proxy, java 
gateway) *programatically*

Multiple versions (just use the simplest 
invocation and be done with it)

*Very* well documented on the Wiki

Lots of sample code on the net in different 
languages (all our stuff is done in Ruby)
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Example #1 - Windows 
Service restarts

We use the services[] item for checking 
services that are set to auto start but are 
not in a running state.

If multiple services are not running it 
returns a list -- one line per service which 
sc.exe cannot grok :(

Instead of writing a script and having to 
maintain that on every host we implemented 
a workaround on the server side :)

9Tuesday, September 3, 13



Example #1 
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Example #2

We wanted high resolution graphs without 
destroying performance

API call finds all groups / hosts / numerical 
items and caches them in Redis

Graphing frontend issues AJAX requests to 
our internal ZBX REST API which fetches 
the data from the agent

Multiple graphs (add / remove) on-the-fly 
for correlation are in my master branch :)
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Example #2 - continued
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Example #3 & #4 - 
prerequisites

Resqueue - distributed message queue on 
top of Redis

Supports multiple queues, builtin error 
handling (failure queue) and has lots of nifty 
features

Scalable worker model

In short : stuff gets put into a queue and 
later drained / processed by workers
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Example #3 -Host 
Interrogation 

We wanted to ask your infrastructure 
questions and get feedback within minutes

We needed both predefined jobs and ad-hoc 
data queries
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Example #3 - Host 
Interrogation

Job gets submitted via UI or script

Powered by a mix of items & userparams

API looks up the hosts in question and places 
a job in the corresponding queue (one per 
proxy)

Workers on each proxy process the queues 
and submit the job output into our datastore
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Example #3 - Host 
Interrogation
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Example #4 - App. 
monitoring API

We wanted to collect metrics from 
applications (errors, response times, counters, 
etc)

We wanted it to be versatile and easy to 
consume

We must incur as little latency as possible to 
our consumers.

We needed it to be scalable
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Example #4 - continued

We build an API that consumes JSON or 
XML 

Exposes 3 transport mechanisms (UDP/TCP/
HTTP)

UDP is perfect for metric collection

TCP is perfect for important signaling

HTTP is perfect for frontend stuff (or stuff 
that cannot open socket connections)
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Example #4 - continued

Reusing our existing Resqueue deployment

Recv & send operation are disconnected 
(async) so that latency / overhead are kept 
at a minimum level 

Protecting the ZBX server from abusive / 
misbehaving clients (slow queue draining)

API implemented on every proxy to limit 
exposure to network latency
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Example #4 - continued
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Example #4 - continued
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My ZBX wishlist

in-band timeout signaling 

conditional logic in the ZBX server!

finish the !@# API :)
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THANK YOU !
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